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Absstvact

Awong olhci chiallenges irows NASA’s X000 Techmology Development Program, afford-
abifity and miniatuiization e prominent criteria, whicl 1) prochude the treditional solutions
fot mission 1elizbility that sely on custom-boilt hardware and extensive compoacnt/subsystein
replication, and 23 call for cornercial ofl-the-shiell (COTS) based approaches incorporating
novel, practical fault toletance techniques. o this paper, we teport our expericnee in trple-
menting fault toletance for an THEE 1394 compliant bus netwotk . While JEEE 1394 adequately
supspodis power Inanageient, high perforaance and scalability, its topological aiitesia togethes
with the sttingent powet, weight and cost constiaints for the X 2000 spacebotne computing sys-
teins impose various restrictions on fault toferance 1ealization. o citcuinvent the difficulties,
we dezive a “stack-tree” topology that ot only cotnpdies with the 1EEH 1394 standard bat
also {acilitates faall tolarance realization in the X2000 architeciure. Moteover, by taking ad-
vaglage of a unique feature of 1394 which is not originated for fault toleiance, we develop a
fault-tolerant bus scheme based on an extenrded version of the stack-fiee topology that furthe

cnhances relability.

Reywords: 1HEE 1394 bus intesface, commercial-off-the-shel(, spaceborne systems, stack teee
topology, fault tolerance yealization
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T Imnfrodguction

NASA's X2000 is a new-geuctation space technology prograw aimned at providing an engincer-
ing model to multiple missions {1]. Curenily, five rwissions including Pluto/Kuipar Express, Fu-
sopa Orbiter, Mars Smuple Retwn, Cliampollion/id$4, and Solar Probe have detenuined to adopt
the X2000 technology. Due to the roulti-mission objective, the architecture of the X200 space-
bore computing systcin is duaven by scalability, stringent low - cost, low-powci, low -1nass and low

volume ereiia, yei high perionmance and reliability. Among other things, affordability and minia

tunzation (which are translated trom the low-cost, low-power, low-mass and low. voluine criteria)
preclude the: traditional solutions for mission reliability that rcly on custonn-built hardware and ex-
teusive component replication, calling for cornmercial -off-the-shelf (COTS) based approaches (o
high perfornance and fault tolerance.

In this paper, we describe how we implement fault tolerance while uiilizing a2 COTS compo
nent, namely, 1EEE 1394 bus interface [2]). “This interTace is chosen as the baseline {or the X2000
architecture through a survey on coneatly available COTS intedaces and an indusiial workshop
beld at JP). (3], While IEEE 1394 is best qualificd for X2000 (see Section 2.1 for details) widi ve-
spect to most of the eriteria nentioned above, it is not inhcrently friendly in teros of fault tolerance.
In pariicular, the 1394 standard specifies a general tree-like as uetwork topology in which devices
are 1ot pennmited 0 be connected in such s way as to foura loops. Hrora the application perspec-
tive, the stringent powey, weight and cost constraints for the X2000 spaceborae systeins inupose
futther restrictions on fzult lerance realization. In pavieular, the use of dedicated redundancy
such as spare nodes for favit-tolerant tree structures ave strictly linited. Although varnious schemes
of fault-tolerant bus nctwork have been proposed in yescarch literatures (sec |4, S), for examyple),
the restrictions froin 1394 and {10ta our application prevent us from utilizing those schemes sinee
majority of them involve either loops or spare nodes.

Based on a comprchiensive study of the design iraplications of those constraints, we denve a
simple yet flexible opology, nawely, stack-tree topology, which not only complies with the THEE
1394 standard but also facilitates fanlt tolevance yealization in the X2000 awchitecture. In par-
ticwlar, by valizing the plug and play featuic of 1394 which is nol originated for fault tolerance
purposc, we develop a stack-tree based fault-tolerant bus scheine that permits the bus network to
bypass failed MCMs (the X2000 devices iroplemented as mdti-chip modules [1]) such thay the
surviving MCMs remain connected so long as no “adjacent failures” occn (see Section 3), en-
abling degradable peiformance aud improving, mission reliability. Moreoves, an extended version
of the stack-tree topology facilitates a fault-tolerant bus scheme to tolerate cenain types of adjacent

fatluse and thus leads o further reliability gain,
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2 Selection of YEXEE, 1394: Benefits and Tradcoffs

2.1 Mulii-Criteria Driven Bus Interface Selection

As low cost is the Toremost imporiant design concern for the future NASA mitssions, CO1'S-hased
technologies have been gaining, incrcasi ng attention due 1o the availability and accessibility of
speaification, design, supposting softwaic and test equipment. Accordingly, the search for a serial
itdariace (which is preferred over a parallel interface for cable-hamess mass reduction) for the
X2000 architecture focascs on commercial standards, namely, 1394, Fibne Channel, SEFODB and
1773, us shown in lable 1, whae the survey items are associated with the X2000 design critenia
(Due 1o space limitation, a number of survey items are omitted here but can be found in {3])
Arnong the various critesia, fow power is padiculaily a antical segquirement for X2000 since some
wisstons such as the Piuto/Kuipar Yixpress travels so far fromn the sun that radioactive- thernial
power will he the only choice for powei sowrce. However, the aimount of radioactive matesial on-
board must be limited due to spaceciafll 1nass restriction. Since the computation requirerments vary
over a broad range across missions (e_g., the throughput range is frorm under 20 MIPS 10 over 104
MIPS), the X2000 architecture must be seelable, which in tun, yequires a modulatized system with
standardized module iuterflace. Togeiher with the serial interface prefercnce mentioned above, a
loosely-coupled distributed architecture becomes the tuost feasible. To ovdex to take full advaniage
of a loosely-coupled architecture, 2 nult-tuaster bus is preferred over a command-response (e.g.,
the 1773 bus) because a command-response architecture will not he as scalable as nmulti -master due
to the difficolty in load balancing. As radiation-hatdened and flight qualified parts for commeacial
standards we rnot readily availuble, the X2000 architecture uses a systern-on-a-chip approach, with
which synthesizable ASIC cores can be procured, integrated and fabricated throagh radiation-
hardencd {abrication lines. Accordingly, the availability of synthesizable ASIC cores becomes an
imporiant requiteinent in the sclection of serial interfaces.

Table 1 shows that 1394 is the best choice due to its power saving, scalable bandwidih and other
propesties satisfying X2000°s design criteria. Although other COTS interfeces listed in the table
have beites perforivance than 1394, ils curent version (IEEL 1394-1995) has a scalable bandwidh
of 100, 200 and 400 Mbps tor cable implementation, which is adeqguate for the X2000 architecture.
Morcover, IEEE 1394 has a unique featwie called “plug-and-play,” which relers to the following
capability: Upon power-on, the bas will go tuough an initialization process which determines
the tree configuration via node address assigninent; any subscquent node addition or removal will
he detected and the tree strociure will be 16 intdalived. Nounetheless, in tenns of built-in fauli
tolerance, only an ervon detection functoen is provided by 1394; furiher, the ftec topology required
by the standard leads to difficutnes foy implementing fault toicrance in a bus network, which is

deseribed below,
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2.2 Constraints on Fauli 'folerance Implementation

Although the 1BEL 1394 standard specifics the physical layer to be independently powered by the
cable itself and thus can continue to transmit data oven if the link layer is powered off, the phiysical
Jayes and the devices attached 10 & bus are not ensued 1o function flawlessly throughout a very-long
mission duration. Indeed, the physical layer which has o high voltage level and tigh complexity
could be significant]y more vulnerable to failure relative to the link layer, and a device miay bevore
faulty in a ruode other than “fail-silenm.” Therefore, as a device and its phiysical layer are viewed a:
an integral part of a node in a bus network, to tolesate node Tailures is our major objective. Most
nctwork topologies inhereatly provide some fors of fault wlerance with respeat to node failures.
Examples are: A multi-drop bus can tolerate node failures so long as the failnre modes do not affect
the shared bus; the ring and loop topologics can tolerate a node failure by changing the direction
of message transtnission; an N-dimcusional hypeicube is guarantecd to tolexate up 10 N - 1 node
{mlures. On the contiary, a bus network based on a tree topology is not inherently friendly in terms

of fault tolerance. Specifically,

1. A single node or link failue may padition the network since there is only one path between

any two nodes (o loops for fault-tolerant routing).

2. A dual bus systcan will not be effective i wleranng node failares if two trees have stein

nodes in common (because the failure of a common stem node will patiition both trecs).

3. The number of hops (rodes) between any lwo nodes is tmited 1o 16 by the 1394 standard,

which is another restriction for fault-1olerant bus network implementation,

Besides the consttaints from [EEE 1394, X2000's critenia impose further restrictions on the

means for favls tolerance. In particelar, the power, mass, volume and cost constraints make i
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tuperative to tealize fault wlerance with minimal redundancy. Clearly, the constiaints ot THEL
1394 combined with those from X2000 preventus from employing those fauli-tolesand bus schemes
proposed in research literatines which involve loops or dedicated spare nodes, and eall for a type of
twee network topology that facilitates cost-effective tedundancy. Turher, ssnee X2000 is intended
to advance packaging technology such that all the subsysteias can be put on one ot two stacks of
MCNM, a selecied topology mast also suppont the use of the MCM-stack packaging techrolopy.
Aiwed at fulfilling all those requiremnents, we pmopose a “stack tee” topolopy, which is described

in the next section,

3 Stack-Tree 'Topology

In the interest of bridging the tenninolopy between netwaork toapology and the X2000 MCM-stack
packaging technology, we call the proposed topology “stack tree topology;” further, the teous
“pode,” “device™ and “MCOM” are reparded as interchangeable in the remainder of this paper.

3.1 Cor weplts

Definilion 1 A stack {ree is a tree where each stem node is connected 1o at mast three other nodes

among which at most two are stene nodes.

Yo cxawple, the trecs in Bigures 1(a), 1(d), 1(c) and 1(f) are stack trees (8'1's) while those in
Figures 1{b) and 1{c) are not.
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Vigare 1: "Trees
Defindtion 2 A complete stack tree is a stuck 1ree where each stemn node Is connected to at least
one feaf node,

Noie that Hgores 1{d) and 1{e) are complete stack wees (CSTs). Rased on the CST in Hgwe

V{e), wie can deflwee the CST mibrror-image as follows.

4
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Bitiniion 3 The mirror-image of o complete stack tree is a tree obfuived by (1) removing the
edyes connecting the stew nodes S; ond S; it s 3o o 1, 2) adding edges 1o connect the leaf

vodes Fiand Ly, io0 Yo wg (3) reraoving the edge connecting the nodes S, and 1,1

Cleary, the CST shownin Figore e} and its niireor image depicted in Figure 1(6) do not have
any stern nodes in common. Moscover, based on the above definitions, it can be shown that the

mircor-image of a CST is also a CS'1

3.2 Applications

The pestormance of the X 2000 spacebornue systems is gracefully degradable. Acom dingly, ounr
objective is to develop fanlt tolerance schemes that will allow all the sarviving nodes in a bus
nedwork (o remnein cotmected in the pricscuce of failed nodes. The fact that a CS7T and its wnirior
image do not have stemn nodes in commaon implics that losing 2 stem pode in one tree will not
pattition its mirtor image. Accordingly, a dual bus scheme compnising a CS) and its mirror image,
tefetted 1o as CST dual scheme, us shown in Figure 2(2) will be effective in tolesating single or
rmultiple node failures given that the failed nodes me of the same type (@l stem or all lcaf) with
1espect to one of the CSTs. Figure 3 depicts the stiplified X2000 architecture in which the ST
dual schene is ingplemented, where the dark and gray thick lines marked “1394 Rus™ represent
the primary CST-based nctwork and the minwor irmage, tespectively. (The thin lines maked “12C
Buses” cotrespond to the low - speed interfaces for thie low data rate enginecnng functions, which
15 out of the scope of this paper.) Note also thar the stem-leal failurcs clustesed at the 1op and/o
botiom of a CS'I' (c.g., those represented by thw hollow dots in Pigare 2(b)), scfeued (o as terminal
chustered stemn-leafl failuies, will not afiect the connectivity of the 1emainder of the tree. On the
other hand, if a stem node and a leaf node in a C87T dual network €ail in a form other than tetminal
clustered siem-leal Tailure (see Pigure 2(c) whcie thie hollow dots represent failed nodes), both the

pritiay and micor image will be partinioned.
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tigure 20 CS1Based Bus Network
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Figuie 3. C81 Rased Dual Bus in X2000 Architecture

To cicanvent tisis problet, weacevisit the plug. and-play feature of 11HE 1394: If a node fsils,
the pariitioned tree will be re initialized by the proiocol and become separate but individually
operstional trees, even though the nodes n one of the trees miay not be able to communicate with
those in other trees. By taking advantage of this unique featute, a variant CS'T dual scheme which
tolerales more types of node-failure can be siwplemented. Before we proceed 10 describe this

scheme, we inttoduce the following, tenms (with respect o the CS1 dual schierne):

Ditinition & A backbone edge is an edge in the primary CST or the wirror irsage vohich connects

two stem nodes of the primary CST o1 the mirror image, respectively.

Definition 5 An adjacent fuilure cortesponds to a failure scenario whete a siem node in the pri-
mary CST end a stew node of the wirror image fuil in a way such that the path betweer the o

nodes confains af most one backbone edye.

Yor examnple, the combined Tatlwe of nodes 4 and S in Figure 2(d) is an adjacent failure since
cach path between thein contains only one backbone edge {edge 3-5 o1 4-6). The CST-based vari-
ant dual scheme is aiimed at toletating, more types of node failure by concwirently utilizing both
buses Lo ouie a message. In general, two 1394 tuses are not alowed to communicate direetly
with each other because 1) they have different address seheiaes, and 2) divect inter- bus comtuni-
cation rocans forming, a loop. Howeves, by inplainciding a detour logic in a nicro-controller, a

taessage can be routed across two bus networks. ‘That is, a ruessupe originated from one network

{
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Figuic 4: Hyper-CS'L Based Bus Network

2. Asingle @i clusicied adjacent fzilures (e, multiple adjacent failures which do not sandwich
any surviving nodes) in a Jow-level C81 which hias a failed 100t (c.¢., combined failure of
nodes 121, 232, 122 and 231, plus the failaie of nodc $12 o1 §23).

3. Non-clusteicd, muliiple adjacent faitines in a low-level CST (e.g., the combined failure of
nodes 131, 223, 133 and 221).

4 Rehabiliiy Analysis

Tw aceodaiwe witic the objective of the fault-tolevant bus schemnes desctibed above, we define bus
network reliability is the probability that, through a mission duration ¢, the network remains in &
state such that all the swsviving nodes are counecied. To the veliability assessment that {ollows, we
consider only node Taitares because the probability of alink failure is souch less significant yelative
to that of  node failure as exgplained in Section 7.2,

We begin with analyzing the S based bus network schemees. As explained in Section 3.2,
tenininal clustered stcmn-leaf failures ina CST will not affect the conneativity of the remainder of the
trec. This observation leads us 1o solve the reliability of 4 CS1-hased siplex bus neiwork (RE)
and that ol a CS'1-based dual bus network (165°') as follows, We first condition the reliahility of
a “remuinder” by 1) its height (k) which deteunines the numiber of the possible positions of the.
“remainder” in the original CS'( and 2) the siatus of the bououm leal node (failed or operarional),
then bneonditon it Since the reliahility of a “remaindes” for o CS'1-based siraplex network is the
probability of atl the stem nodes being failme-free, and that for a CS T based dual network is the
cotmpleinent of the probability that at 1east one sictn node and at least one leal pode fail (in terms
of the primary C81), the measures we seck to cvaluate can be expressed as

T "
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5  Conclosion

This paper preseats our experience in implementing favlt tolesance for a COTS - bascd spacebotac
system anchitecture, whict is & big challenge today when cost concewn has led Lo incieased use of
COTS produets fos critical applications. Since COTS products aie usually not designed for critical
applications, they often do not have adequate buill-in fault tolerance capabilities and may not be
inherently friendly in accommodating client-imiplemented fault tolerance functions. In implement -
ing favlt tolerance {or the X7Z000 bus imerface, we [ace two types of constraints: 1) the constraints
from the COTS side - - the TEEE 1394 standard, and 2) the constrainis fron our application side

- the X2000 design philosophy. Ow expericnce pieseuted here suggests that a thorongh under
sianding of the design iwplications of those constraints plus innovative usc of the {eatures of the

COTS product in question can lead to effedtive solutions for fault tolerance realization.
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